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Image Segmentation: Fuzzy C- Means
Clustering with Kernel Metric and Local
Information

Dr. Pallavi Khare'

[mage segmentation has been an intriguing area for
poi 3 developiog cfficient algorithms, playing a paramount
age interpretation and image analysis.

o

5 jber im
o o b al an imperative role in medical

foo of 1mages plays
w . Gach segmentation demands a robust segmentation

6 b sgalnst DOise- The legendary orthodox fuzzy c-means
Iwmm is proficiently exploited |:or clustering in medical Image

ntion. FCM 18 highly sensitive to noise due to the practice
i itensity values for clus_;termg. Thus this paper aims to

i the ‘kernel method’, instituted on the conventional fuzzy
o slgorithm (FCM) to swap the Fuclidean metric norm to
v kernel jnduced metric in the data space. Images can be
pmented bY pixel classification through clustering of all features
Jperst. 1o uasupervised methods of clustering algorithms
firng kernel method, 2 nonlinear mapping is operated initially
gorder to map the data into a much higher space feature, and
bg dustering is executed. The integer of clusters in the
pifimensional feature space thus represents the number of
dos in the image. As the image is sorted into cluster classes,
gnaated regions are obtained by examination of the
itborhood plxels for the same class label. Since clustering
intus disjointed regions with holes or regions with a single
fud, 4 post processing algorithm such as region growing, pixel
muuctiiy, o a rule-based algorithm is applied to obtain the
&l iegmented regions.

baToms; Segmentation, clustering, kernel, nonlinear, FCM

I. INTRODUCTION

bgino oot
m‘:m{ﬁe has Jong-drawn-out primarily along three distinct but
g mrut’im.rch: segmentation, registration and visualization.
g of o> fnding the transformation that brings different
Uence, Apg “-me F'b—'?"' into  strict spatial (a.nd{or leppoml)
ey g | ";uallzatmn involves the display, manipulation, and
g of Faﬂiﬂom'ff data. Finally, segmentation is defined as the
Wigy g e c;ﬁm image into a set non-overiapping reglons
gy 4 0 objecy a:’d"mgc where these regions should ideally
z%@ S¢gmentati thelp meaningful parts, and ba.ckgroum.i.
i Bt cap by, grprn algorithres are based on two basic
b;;'.“r ¥ Comb; extracted from pixel values-discontinuity and
%W“‘Eﬁm pmbluanou of them, Segmenlation of nontrivial
hi: Werlappin €m-made even rigid by non- uniform lighting,
uh“d'amlaf.o Og n.b jects, poor contrast between objects and
' A With some degree of success to this date. Image.

by 2 By
| Fgfa'h“ &550!. ECE D€pt. M ; | i :
. » Matrusri Engineering College, Saidabad,

eering College, Hyderabad India
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seg_mentation can be approached as three philosophical perspectives -
region, boundary and edge. Image processing techniques for
quantitative analysis are primarily used in computational medical
analysis. Computer analysis, if performed with the appropriate care
and logic, can potentially add objective strength to the interpretation

of the expert. Thus,

accuracy. It is the

e

Rudimentally we can cerebrate of sev
segmentation. Pixel predicated methods

of the individual pix

values in more immensely colos

els. Regi

predicated methods detect edges and
The prevalent constraint of all these approaches is that they arc
local information. Even then they utilize this

predicated only on

information only partly. Pixe
consider the local neighborho

only for discontinuities, while region

homogeneous regions.
shape of an object, model-p

D DIRECT CLASSIFICATION
direct relegation methods use histogram
e or multiple thresholds to relegate an image '
ating pixels is achieved from
age. A humble line of

A.PIXEL-PREDICATE
The pixel-predicated

statistics to define singl
pixel by pixel. The threshold for releg
the investigation of the histogram of the im

attack is to examine the histogram

histogram is bimodal, the threshold can
analogous 1o the inmost point in the
fenced off into two or more
about the assets of the image.
be utilized for decisive thres

y) can be segmented into two classes using a gray v

image can be
some heuristics
partition can then

such that
G(x,y) =1 ifflx,

Where G(x, y) is the segmen!

yPT jelse is 0 if f{x, yET
ted image Wi

gray values, "1"and "0", and T is the
point from the histogram.

B.THRESHOLDING

Thresholding is on

segmentation a uni-Spec
image in which the pixels b
whereas the pixels belonging to

Images are DO

objects in the 1mage

e of the simp

should appear st

tral image. Thresholding en
clonging to objects have
the background
acquired as gray-scale images.

~ EXISTING METHODS

it becomes possible to improve the diagnostic
_ important yet elusive capability to accurately
recognize and delineate all the individual objects in an image scene.

eral rudimental concepts for
only utilize the gray values
on-predicated methods analyze the gray
sal areas. Conclusively, edge-

then endeavor to follow them.

| predicated techniques do not even
od. Edge-predicated techniques look

predicated techniques analyze

In situations where we ken the geometric
redicated segmentation can be opplied.

for bimodal dispersal, If the

be set to the gray assessment
histogram valley. If not, the
constituencies utilizing
The histogram of every
holds. The image f(x,
alue threshold T

th two classes of binary
threshold selected at the valley

lest methods fo attain a crusty
genders a binary

the value |
Idyllically,
than

have the value 0.
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the background. Using Xi for locadon (i, j), the thresholded image 1S

given by

T ={LIXi)2rT
GIX) <t}

Where 1 is the threshold value

Detriments
* Linle tolerance to intensity rescaling.
» Difficult to set threshold.
» Shight use of spatial information

C. REGION -BASED SEGME NTATION o
Region-growing based segmentation algorithms inspect ‘pucf:ls in the
vicinity grounded on a prodefined resemblance criterion. The
neighborhood pixels with similar properties are merged to form closed
regions for segmentation. The region-growing approach can be
extendad to merging regions instead of merging pixels to form larger
mesningful regions with similar properties. Such a regiun-mergmg
spproach is quite effective when the original image is segmented into
3 large number of regions in the preprocessing phase. Lm:ge
meaningful regions may provide better correspondence and matching
to the object models for recognition and interpretation.

Difficulties
*+ Low restraint to intensity rescaling.
* Challenging to set mounting criteria and preventing criteria.
* Needs human intervention for defining seed point.

D. EDGE-BASED IMAGE SEGMENTATION

Edge-based methodologies use a spatial filtering method like the
Lzplacian mask to work out the first-order or second-order gradient
s=tistics of the image. The segmentation of an image into separate
objects can be achieved by finding the edges of those objects. This
method involves computation of an edge image, containing all
(plausible) edges of =n original image, then processing the edge image
so that only closed object boundaries remain, and finally transforming
the result 10 an ordinary segmented image by filling in the object
boundaries,

Disadvantages
*  Trosforming an edge image to closed boundares often
requires the removal of edges that are caused by noise or
other artifacts,
*  Intelligent decisions should be made to connect the edge
parts that make up a single object where detection of edges
remains ambiguous.

E LEVEL SET METHOD

The level set method was devised by Osher and Sethian to embrace
the topology ups and downs of curves. The level set method has been
VEry Prosperous in computer graphics and vision, widely used in
med:ca]_:maging for segmentation and shape recovery. Based on
geomeme deformable model, the Jevel set scheme translates the tricky
c\nlunoq 2-D (3-D) close curve (surface) into the evolution of level
set fungtmu 10 the space with sophisticated dimension to obtain the
beaefit in handling the topology changing of the shape.

on Advances in Inf

0

: 220d 93 |,
rmation Technology, anuary ,
SR Engineering College, Nadergul, ﬁ';;?m:alis

ology MV
jal differential equation of
or the levy set
(=

ing the p ; :

- Sol\{mg numerical processing at each point of the ;
function mgma time consuming process. .
domain Wthh 15 ime increases grcatly fOf too lﬂ;ge

The iteration tim . o,
. i of ev
small contour causing the convergence olution cyrye >,

contour of object incorrectly.

LUSTERING - .
g,[ustemgc is a process which partitions a given data set o, day

into homogeneous groups predicated on given featyreg S
?:(1;:1 objccgls are kept in a group whereas dissimﬂ:;
different groups. A common approach to image
clustering involves addressing Lht_: fqllowmgl issues: Image

resentation, Organizing data, classification of image to 5 by,
1rfhpe similarity of feature vectors can be represented l:'»y an appropria,
distance measure such as Euclidean or Mgha.la.nobls qjsta,nca_ Bach
cluster is represented by its mean (centroid) anq variance (spreag)
associated with the distribution of the corresponding feature veetor
of the data points in the cluster. The qlatenallza.mon' of clusters js
optimized with reverence to an objective function I-T_WOIvm$ pre.
specified distance and similarity measures; along with additiong]
constraints such as smoothness. It is l.he' most paramoypt
unsupervised learning quandary. It deals with finding structure in gy
accumulation of unlabeled data.

L. CALCULATING DISTANCE BETWEEN CLUSTERS
The distance between the centroids of two clusters, i.e., dis (Ki, Kij)
=dis( Ci, Cj)

Centroid: the “middle” of a cluster
N
Cm=3% (tip)
i=1

N

points
that kin C
objects arc 1o

Medoid is defined as the distance between the medoids of two
clusters, ie., dis (K i, K j) = dis (M i , Mj) where medoid is defined
as one chosen, centrally located object in the cluster.

Distances are normally used to measure the similarity or dissimilarity
between two data objects

aMinkqwski distance

The Minkowski metric favors the prime scaled feature, which
dum:na:tes. others. The problem can be addressed by proper
normalization or other weighting schemes applied in the feature
space where d is the dimensionality of the data.

4 d=qV(pil-xljg+ iz xi2iq...)

Where i = (xil, xi2, ..., xip) and j = (xj1, xj2, ..., xjp) are two p-
dimensional data objects, and q is a positive integer.

b. Ifq= 1, d is Manhattan distance
4G J)=i1- 12 %2+ +xipexip]

c. If 9 = 2, d is Buclidean distance which is defined as the
dlsmm:e_ between two points as the length of the line segment
conecting them. The Euclidean distance has an intuitive sppeal 8 it
IS commonly used to evaluate the proximity of objects in 2- or 3D
space. It works well when a data et has “compact” or “isolated”
clusters, The advantage of Euclidean distance is thai it is intuitively

obvious. The dissdvantages are ¢ ; the square
root, and its Hun-imcwswm costly calculation due to the sq
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C- Mcans Clustering with Kemel Metric and Local Information

-fnfmd‘ion:

?<:’-k‘r‘ S0 res can also distort distance measures.
e ng ted by applying a whitening

1 ‘l;ln’m(' ? allevid b l . h

P g0 be *7  (he Mahalanobis distance measure

oG % goa by VS

o lht
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]\'lt ,..} Fl ( {“}}imcc l'ﬂa

ST asure Mercer Kemel functions map data

i ml&p‘y - ssibly infinite, dim_cnsiopal feature space.

A !&q\l” 0 hlgh't:‘o& the kemel function yields a symmetric

v lf_"“b < K, where the K (i, j) entry corresponds to

d,ﬁmtiin:ﬂx D and £ (x i) as measured by the kernel

W :Z=

YN easure between any tw

AT ot o stance m y two
it

g pg I8

2" . 2 ‘ o .

";-'ﬁ!"‘mb}g(f(; ) fxi)>+<fE i) ,f(xj)>-2<f(xi), [(x

(i

space, the di

B SIFICATION . _
P thﬁhnjquw can be grouped pto two main types:
P et o ed Supervised relegation relies on having
it o feature Vectors which have already been assigned

class. BY contrast, unsupervised relegation does not rely
i O ting cxamples from a kenned pattern class. The
= sot labeled and we seek to identify groups directly
r-‘é‘?im,m” pody of data and features which enables us to
& ';; ‘:z croup from another. Clustering techniques are an
E!:ufmﬂ\q;ﬁ‘isdmegaﬁ o

s clustermg ' .
tfq}h:(]uem, 1967) is one of the simplest unsupervised
‘.-__v,: Jeorithms. It outlines & conceptually simple way to partition
r;:;giim specified number of clusters k. The algorithm aims to

oy minimize & simple squared error objective function of the

-
=

o
#=F

k
J=0 0] (xi) <2 ,
=1 alli
in class j

iz denotes the coordinate vector of the jth cluster and {xij} are
s assigned to the jth cluster. Minimizing J equivalently means
“eg bal confiiguration at which switching any point to a cluster
ﬁ“ its curently assigned one will only increase the objective

| )

-gﬁ:"' K-means clustering

Sy  Qumber ?fﬂesired clusters k. Place the k cluster centers at
g ‘:f:i locations in the image.

-'?:mledl;'ﬂpom to the cluster whose center is nearby.

4 B¢ cluster centers; the cluster center should be at the

o, = toorg .
g, '0a1es (center of gravity) of the data points that make up

by G0ty ;
haof 1% 2 until no more changes befall or a determined
1S 1S reached,

S
I

i
I, Ohust
’:rﬁ bt ;ﬂll:.l:rre facile to understand.
mﬁt:f:i;: ben data set are distinct or well disunited from
'E!I o

:'%Emg glgon‘hm :
ters, Tequires apriori designation of the number of

71

2.1f there are two highly ov :
Y overla

be able to resolve that there are F\E?Eh?::r;hm N
1.The Icafnmg. algorithm is not invariamt 1o i
ujansfonnnuons L.e. with different representation of dﬁntm-hnm
different results (data represented in form of Canzs?m co-o:dm wm'c g:
:nEI p?lar coordinates will give different results)

Euclidean distance measures —
o can unequally weight underlying
5.The leaming algorithm provides the local opti squared
error function. biateheen
:_:luaidom]y culling of the cluster center cannot lead us to the fruitiul
7.Applicable only when mean is defined ie. fails for categorical data.
8.Unable to handle strepitous data and outliers.

denotes will oot

b.FUZZY C-MEANS CLUSTERING
Fuzzy c-means (FCM) is a scheme of clustering which allows one
section of data to belong to dual or supplementary clusters. This
method was developed by Dunn in 1973 and enriched by Bezdek in
1981 and it is habitually used in pattern recognition. Mam objective
of fuzzy c-means algorithm is to minimize:

c n
J(U, V) =0 O(uij)mlxi-vj[2

i=1 j=1

Where, '|lxi — vj[ is the Euclidean distance berween ith data and jth
cluster center.

Algorithm for Fuzzy c-means clustering
1.Randomly select cluster centers.
2.Calculate the fuzzy membership.
3.Compute the fuzzy centers.
4 Repeat step 2) and 3) until the minimam value of the objective
function is achieved.
Advantages
1 FCM gives best result for overlapped data set and is comparatively
better then k-means algorithm.
2.Data point is assigned membership to each cluster center as a result
of which data point may belong to more than one cluster center.
Weaknesses
1.Apriori measurement of the number of clusters.
2.With subordinate value of B we get the better result but at the
overhead of extra number of iteration.
3 Euclidean distance measures can inequitably weight underlying
factors.

111 PROPOSED METHOD

A KERNEL FUZZY C MEANS CLUSTERING
The kernel metric Fuzzy C-Means minimizes the following objective
function.
k n
10=0 Oujmf0)-0()|2
i=1 j=1
where, uij denotes the membership of xj in cluster i, (vi) is the
center of cluster i in the feature space, and Ois the mapping from the
input space X to the fearure space F. Minimization of the function has
been proposed only in the case of a Goussian kernel.

B. KFCM Algorithm:
1. Select initial class prototype (Vi} ¢
2. Update sll memberships Uij

4
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JMnlhcprmypeofdnﬁaihd:faFnof’we‘iMFvﬁm%
Pepest step 2-3 till termination. The termization critenon 1S — acH
Vold Ze ;
Wbcretﬂsﬂwﬁuchdmm.Visd:cvmchmﬂmzﬂ
a trnall number that can be set by user (here £ =0.01).
mel-buedclnuuingdyﬁﬂ:mhwedz{oﬂaﬂgm
advamapes. ) i
1.We can obuin 2 linearly sepamable hyper-plese o e Hgs-
dimensionzl, or even in 2n infinite feature space.

2.They can identify clusters with erbigary shapes. B )
1 Kernel-based clustering algorithms, have the cepability of dealing
with neise and outliers., .
&M:i:wrequj:mfor;xiamﬁadgzwdwm&eqm
topological structure,

5.The kernel matrix can provide the
clusters,

mesns to estimate the pumber of

D. Downsides of KFCM

A precarions issue related to KFCM clustering is the selection of 2a
“uptirnal® kemel for the problem at hand and on the setung of the
involved perameters, The kernel function in use must conform to the
learning objectives in order to obtain meaningful results for un-labeled
data.

v, BLOCK. DIAGRAM OF PROPOSED METHOD
Image Pre- Segmentation
acquisition processing using kemnel
furzy C
means
clustening
i Post- Feature
processing extraction

Figurel: Block diagram of the propased system

The system consists of the following blocks. The raw data is passed
through the system as numencal data or in the form of waves.
Applicable techniques are spplied to get the preprocessed dats
Further, clustering retumns the cluster centers. Feature extraction is
then performed 10 obtain the attributes that can downrnight exemplify a
gven instance. Next 3 post processing is used o enhance the quality
of the final segmented image.

A_Pre-processing

The pre-processing stage is performed to coavert all smmibutes of the
mmmanumrmMmmwwdegmm.
nm 15 extremely uscful for reduction in dimesion of the datese
using normalization. If the values of some srributes vary in different
ranges then 1 reduce the effect of such amnbures, al) values of the
attributes are normelized w lie in some common range, Lke [0, |] Pre-

processing enhances the visual sppesrance of | and lates
' mages snd muampulates

B.Clustening

The clustenng is an imponant step,

B85 1 1S an cEsential Sursoy
feature extraction. The wput for g o

featwre extraction is the pre-processed

o

: hnology, 22 ~ 23+ January
rmation Tec! logy, g s
,\_dvzﬂc!ﬂ \[VSR Engineering College, Nadergul, HN“’M

s

. whichmbembmm!ym"
: pummber of pafer rocOgIten and claswificy,,

= EPS ¥ ich will then label, classify, of FoCOmIZE the vemypy,

comtzzss of the Emage OF 155 &%)

Dmm_ . the fini
cohance the quality of the finishad mage ),
::Els?l'—'““pl“ ner treatments. Here algonthm such a5 rep
ing, pixel compectivity o 3 rule-basad algonthm s appised

it o et s
V. APPLICATIONS |
| Quamtizative or semi-quantiiative diagnostic image analyss

2 Serpcal placamg
3 Competer asustad surgery

V1 CONCLUSION
lnl!mpq'crtthncd.tmd the pafmmx_mcdhm
alponthens FOM, KFOM and K means. A comparstive staly sogges
e effectivencsy of the KFOM algenthm over FCM and K meany
chazenag ol ponthm
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Abstract

Authorship attribution (AA) is the task of identifying authors of anonymous texts. It is
represented as multi-class text classification task. It is concerned with writing style
rather than topic matter. The scalability issue in traditional AA studies concerns with
the effect of data size, the amount of data per candidate author. Most stylometry
researches tend to focus on long texts per author, but it is not probed in much depth in
short texts. This paper investigates the task of AA on Telugu texts written by 12
different authors. Several experiments were conducted on these texts by extracting
various lexical and character features of the writing style of each author, using word n-
grams and character n-grams as a text representation. The support vector machine
(SVM) classifier is employed in order to classify the texts to their authors. AA
performance in terms of F ; measure and accuracy deteriorates as the number of
candidate author’s increases and size of training data decreases.
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Empirical Evaluations Using Character
and Word N-Grams on Authorship
Attribution for Telugu Text

S. Nagaprasad, T. Raghunadha Reddy, P. Vijayapal Reddy,
A. Vinaya Babu and B. VishnuVardhan

Abstract Authorship attribution (AA) is the task of identifying authors of
anonymous texts. It is represented as multi-class text classification task. It is con-
cerned with writing style rather than topic matter. The scalability issue in traditional
AA studies concerns with the effect of data size, the amount of data per candidate
author. Most stylometry researches tend to focus on long texts per author, but it is
not probed in much depth in short texts. This paper investigates the task of AA on
Telugu texts written by 12 different authors. Several experiments were conducted
on these texts by extracting various lexical and character features of the writing
style of each author, using word n-grams and character n-grams as a text repre-
sentation. The support vector machine (SVM) classifier is employed in order to
classify the texts to their authors. AA performance in terms of F; measure and
accuracy deteriorates as the number of candidate author’s increases and size of
training data decreases.
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1 Introduction

Authorship attribution (AA) is the technique of determining the author of a text
when it is ambiguous to identify the real author [1]. Every author has his own
writing style. Invariably, AA applications are plagiarism detection, resolving dis-
puted authorship, criminal law, civil law and data security [2]. AA can be viewed as
problem of text classification (TC), but it is different from classification in terms of
considering embedded author style in addition to text content. Hence, AA is more
challenging compared with text classification. In TC, the problem is viewed as
identification of related topic or the given test document, whereas in AA, it is
viewed as assigning the test document to one the many predefined authors [1].
AA is a research field that is in the last decade on various data sets of various
languages. AA is identified as a stylometry problem [3] till computational tech-
niques were enough matured. Usage of computational techniques in AA gives
pathway for considering many other aspects other than linguistic features. Different
data sets with various sizes were experimented in combination with different
features and with different machine learning algorithms. Based on the data set size
and the based on the number of authors, features and machine learning approaches
behave differently [4]. In order to evaluate the proposed AA method thoroughly, its
performance is measured under various conditions [5] such as training corpus size
and number of candidate authors. Unless these issues are addressed, it is impossible
to claim superiority of any type of features for AA. In this paper, a systematic study
of the features of AA, such as effect of author set size; data size on performance;
and influence of lexical and character features in a categorization approach using
support vector machine (SVM) was presented. The behaviour of SVM and the
predictive strength of different types of features using various author sets sizes and
varying data sizes on Telugu data set were compared. To our knowledge, this is the
first study of these aspects of AA on Telugu data set.

2 Related Work

AA can be viewed as one of the oldest problems and one of the newest research
problems in the field of information retrieval. Stylometry is the statistical analysis of
literary style. The main assumption behind stylometry is that the authors make
certain subconscious and conscious choices in their writing. Some of the features
that were used in stylometry include average sentence length, average syllables per
word, average word length, distribution of parts of speech, function word usage, the
type—token ratio, Simpson’s Index, Yule’s Characteristic K, entropy, word fre-
quencies and vocabulary distributions [6]. Some models that were used in stylometry
include n-grams [7], feature counts, inductive rule learning, Bayesian networks,
radial basis function networks, decision trees, nearest neighbour classification and
SVM [8]. Mosteller and Wallace [9] propose to select semiautomatically the most
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common terms composed mainly by various function words for AA. The earliest
studies of AA were reported by Yang et al. [10] and Yule [11], in which statistical
methods were used limit data, not only the size of the experimental corpus but also
the size of feature set. Yang et al. [10] graphically represented the word length as
characteristic curves, and he also in [11] used sentence length to differentiate
between authors text.

Many types of lexical features were proposed [12-16] including token-level style
markers, frequency of word usage, richness of the vocabulary, including the dis-
tribution of vocabulary, the number of hapax legomena. Burrows [17] extracted
commonly used words from the collection as the features. Stamatatos in [18] was
experimented with vocabulary richness. Stamatatos also pointed out in [19] that
merely using features at the token level are not be sufficient for reliable AA. Burrows
in [20] first proposed the use of function words as style markers for AA. Baayen in
[13] experimented with 42 common function words and eight punctuation symbols.
A set of 50 common function words was selected as style markers by Holmes in [15]
in order to discriminate between two authors on disputed journal articles. Binongo in
[21] also used 50 common function words to examine the authorship. More function
words were used by Juola and Baayen [16]. Pol [22] has carried out experiments to
discriminate the power of different lexical features. Grammatical-based or syntax-
based features in AA were applied by several researchers [13, 23]. Chi-square (Xz)
measure is often used to determine relevant features in authorship attribution
[19, 24]. The cumulative sum technique [25] looks at the frequencies of a range of
possible habits in use of language. Principal component analysis (PCA) [15-17],
Markov chains [13] and compression-based techniques [26] are typical of compu-
tational approaches that were proposed for AA. N-grams are widely used in
authorship attribution [18, 27]. Juola in [28] proposed a similar approach that was
applied to AA, in which the unigram model on the character level was used.
Benedetto in [26] used compression approach to different applications including AA.
Machine learning approaches were applied to AA in recent years, including neural
networks [29], Bayesian classifiers [30], SVMs [31] and decision trees [32].

In this paper, Sect. 3 discusses about the different steps in proposed model such as
data preprocessing, feature extraction, feature selection and machine learning
approach. The AA accuracy and F; measure in terms of data set size and author set
size were evaluated in the Sect. 4. The description about the data set collection and
the language characteristics was presented in Sect. 4. Section 5 summarizes the work
done, and the conclusions were drawn from the results and possible extensions.

3 Author Attribution Model

Authorship attribution is viewed as an automatic text classification task that assigns
documents according to a set of predefined author set. AA model consists of various
steps as shown in Fig. 1. They are data preprocessing, feature extraction and feature
selection. These three steps are performed on both training set and testing set.
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Fig. 1 Text authorship

attribution model TEST DOCUMENT
TRAINING DATA SET
DATA PREPROCESSING
DATA PREPROCESSING
FEATURE EXTRACTION
FEATURE EXTRACTION
FEATURE SELECTION FEATURE SELECTION
LEARNING MODEL
CLASSIFICATION
AUTHOR IDENTIFICATION

A learning model was generated for each author using machine learning technique
SVM, and finally, test document is assigned to one of the known authors using the
learning model.

3.1 Data Preprocessing

The raw text documents are not suitable for processing by the machine learning
algorithms. In this scenario, there is a need to convert these raw documents into a
suitable format such as attribute-value representation. This step contains the toke-
nization, stemming and stop word removal as in [33].

Tokenization is a process of dividing the raw text into meaningful elements. The
elements are in the form of paragraphs, sentences, phrases, words and also char-
acters. Based on the characteristics of the language, various types of elements may
have various meanings. Tokens such as punctuation symbols, whitespace and
numbers are not included in the input token list as they are not deriving any
meaning to be extracted from the text. This token acts as an input data for the
remaining steps in the proposed model.

To reduce the feature space of the token set, all the words are reduced to their stem
form. Stemming is the process of deriving root or base form of the original word which
is from the token set. The stemmed word may not be the root of the original word, but
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all the related words are mapped to a single word known as stemmed word. For the
Telugu data set used in the paper, the stemmed words are derived using the Telugu
stemmer called Telugu morphological analyser (TMA) as in [34].

3.2 Feature Extraction

The style of a particular author is generally identified by extracting various features
from the text. The various features of a text are broadly categorized into three types
as in [32], namely lexical, syntactic and structural features. In this paper, lexical
n-grams such as syllable n-grams and word n-grams as features were considered.
Vishnu in [35] claimed that lexical n-grams are best features for Telugu text
classification. As in [36, 37], lexical features are good for small data sets and also
able to capture nuances in different linguistic levels: it is considered that the syllable
unigram, syllable bigram, syllable trigram and syllable tetragram at syllable level
and also word unigram, word bigram, word trigram and word tetragram as features
at word level.

3.3 Feature Selection

The extracted features from the previous step may increase the dimensionality space
of the input set. The machine learning classifiers suffer with the problem of curse of
dimensionality as the dimensionality space increases. Hence, it is required to
remove irrelevant or not most relevant features from the features set. It is carried out
by various measures such as document frequency, DIA association factor, chi-
square, information gain, mutual information, odds ratio, relevancy score and GSS
coefficient. In this paper, chi-square (y°) metric [25] is used as a measure for feature
selection, which is the most effective feature selection metric in the literature [26].
Chi-square measures the correlation between feature and author set. The relevance
of feature ¢ with the author set c is calculated as follows:

2t.c) = N % (AD — BC)?
" T (A+C)x(B+D)x(A+B)* (C+D)

where A is the number of times both feature ¢ and author set ¢ exist; B is the number
of times feature ¢ exists, but author set ¢ does not exist; C is the number of times
feature ¢ does not exist, but author set ¢ exists; D is the number of times both feature
t and author set ¢ does not exist; N be the total number of the training samples. As the
value is more, the feature ¢ is more relevant to the set c. Some of the features whose
chi-square value is less than the threshold value are considered as non-relevant to the
class c.
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3.4 Classification

SVM is proved to be an effective machine learning algorithms for text categori-
zation. In [38] for AA, SVM is used to generate learning model by using lexical
features such as character n-grams and word n-grams to represent the text. SVM
classifier is used to learn the boundaries between author sets where author sets are
treated as classes. The learned model generated from the SVM is used for author
identification of unknown text as shown in Fig. 1.

3.5 Author Identification

In this step, author is assigned for a given unknown text document. Unknown
author text is processed through the various steps as shown in Fig. 1. The vector
representation of the text document after dimensionality reduction is given as input
to learn the model which is generated from the classifier. The learned model assigns
one of the authors from author set to the test document.

4 Results and Discussions

The following Sect. 4.1 briefly describes the characteristics of the language;
Sect. 4.2 describes the data set. The different evaluation measures used in author-
ship attribution are explained in Sect. 4.3; Sect. 4.4 discusses about the influence of
the number of authors on AA. Sect. 4.5 presents the influence of the size of the data
for each author on AA.

4.1 About the Language

There are more than 150 different languages spoken in India today. Indian lan-
guages are characterized by a rich system of inflectional morphology and a pro-
ductive system of derivation. This means that the number of surface words found to
be very large and so the raw feature space, leading to data scarcity. Dravidian
languages such as Telugu and Kannada are morphologically more complex and
comparable to the languages such as Finnish and Turkish as in [34]. The main
reason for richness in morphology of Telugu (and other Dravidian languages) is the
significant part of grammar that is to be handled by syntax in English (and other
similar languages) to be handled within morphology. Phrases including several
words in English are mapped on to a single word in Telugu. Hence, there is a
necessity to study the influence of features and different AA approaches on Indian
context.
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4.2 Data set Description

To address the problem of authorship attribution on Indian context for Telugu
language, the data set is collected from Telugu newspapers. The collected data
cover various topics. The data set contains 300 news articles written by 12 authors.
The average numbers of words are 547 per document. In our experiments, the data
set is separated into two groups such as training and testing data. The training set
contains 20 text articles for each author. On the other hand, for the test set consists
of 5 text articles for each author. The training data set is used to generate learning
model using SVM algorithm. Each test document is assigned to one of the authors
from the author set using the learning model.

4.3 Evaluation Measures

The performance of the SVM in combination with various lexical features for
various data set sizes and author set sizes is evaluated using accuracy and F)
measure. The accuracy and F; measure are defined as follows:

Accuracy is the number of text articles from test set for which the author is
correctly assigned over the total number of articles in the test set as in Eq. 1

Number of documents that are correctly assigned

()

Accuracy =
Y Total number of test documents

Fy is calculated as in Eq. 2

2 * precision * recall

F 2
! precision + recall @)
where
.. Number of documents correctly author assigned
precision = : (3)
Number of documents author assigned
and
recall — Number of documents correctly assigned @)

Total number of test documents
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4.4 Influence of Number of Authors in the Training Set
on Authorship Attribution

In this phase, 120 text documents were considered in training set and five docu-
ments for each author in the test set. Initially, we have considered 6 authors each
with 20 documents in the training set. With the help of training and testing set
documents, the precision, recall, F; measure and accuracy were evaluated using
SVM classifie with different feature vectors. The obtained results were presented in
Table 1. Similarly, process is continued by considering 8, 10 and 12 authors in the
training set with 15, 12 and 10 text documents for each author subsequently. From
the obtained results, it is clear that as the number of authors in the training set
increases, there is a significant decrease in the performance both in terms of F; and
accuracy measures. Word unigram is outperforming compared with all other fea-
tures. After the word unigram, character trigram is performing well compared with
the remaining features. Character-level features performance is good when com-
pared with word-level features.

4.5 Influence of Amount of Data per Author in the Training
Set on Authorship Attribution

Articles are collected from various topics written by 12 authors. In total, we have
collected 300 news articles from the websites. From the collected text documents,
240 documents are treated as training set and the remaining 60 documents are
considered as test set. For the experimental evaluation, each time we have con-
sidered 5, 10, 15 and 20 documents per author. The performance of the each feature
using SVM in terms of F; and accuracy is calculated for each data set as shown in
Table 2. From the obtained results, it is clear that as the number of documents in the

Table 1 F; and accuracy values for number of authors with number of features using SVM for
fixed data size

Feature Fy value Accuracy

Number of authors

6 8 10 12 6 8 10 12
Character unigram 0.68 0.64 0.61 0.58 0.74 0.71 0.69 0.65
Character bigram 0.75 0.71 0.68 0.63 0.78 0.75 0.70 0.64
Character trigram 0.82 0.78 0.75 0.69 0.85 0.81 0.74 0.71
Character tetragram 0.79 0.75 0.76 0.67 0.82 0.79 0.77 0.74
Word unigram 0.84 0.81 0.77 0.71 0.87 0.83 0.79 0.76
Word bigram 0.76 0.73 0.67 0.64 0.79 0.75 0.72 0.67
Word trigram 0.68 0.66 0.64 0.61 0.73 0.71 0.68 0.64
Word tetragram 0.64 0.62 0.60 0.56 0.69 0.70 0.63 0.60

Bold indicates outperforming value compared with other values
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Table 2 F; and accuracy values for number of documents with number of features using SVM for
fixed number of authors

Feature F, value Accuracy

Number of documents per author

5 10 15 20 5 10 15 20
Character unigram 0.51 0.58 0.62 0.65 0.58 0.65 0.68 0.71
Character bigram 0.55 0.63 0.65 0.71 0.61 0.64 0.70 0.75
Character trigram 0.59 0.69 0.73 0.75 0.65 0.71 0.76 0.81
Character tetragram 0.60 0.67 0.70 0.73 0.63 0.74 0.73 0.78
Word unigram 0.66 0.71 0.76 0.85 0.68 0.76 0.83 0.89
Word bigram 0.58 0.64 0.69 0.76 0.62 0.67 0.69 0.77
Word trigram 0.52 0.61 0.63 0.69 0.59 0.64 0.66 0.69
Word tetragram 0.49 0.56 0.59 0.66 0.60

Bold indicates outperforming value compared with other values

training set increases there is significant increase in the performance both in terms
of F; and accuracy measures. Word unigram is outperforming compared with all
other features. After the word unigram, character trigram is performing well
compared with the remaining features. On an average, the character-level features
are exhibiting good performance compared with word-level features. The reason for
good performance is, in general, character-level features will gather clues from
lexical, syntactic and structural levels, and also character n-grams reduce the
sparseness of the data.

5 Conclusion

Addressing the problem of authorship attribution on Telugu text is not yet
attempted by any other researcher still now. The work is carried out in this paper is
a real motivation towards the language. We have viewed the AA problem as a text
classification problem. In this paper, it is evaluated the influence of various lexical
features at character and word level with varying lengths and also empirically
evaluated the impact of number of authors in the training set by keeping the total
number of documents in the training set constant. Similarly, we also studied the
influence of data set by keeping the number of authors in the training set as
constant. In both cases, we obtained the expected results. In most cases, word
unigrams and character trigrams are performing well in terms of F; metric and
accuracy compared with other features. In this paper, for each feature vector,
learning model is generated using SVM.

As a future work, we can investigate the influence of various machine learning
algorithms that were investigated for generating best suitable learning models. And,
it also considered various other features and its combinations to increase the per-
formance of author identification. We can also extend the scope of study on AA by
increasing the data set size.
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